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Generalized relationship between effective forces and active particle microstructure
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Establishing a robust link between microscopic structure and effective forces in active systems remains a
fundamental challenge. Recently, Paul et al. [Phys. Rev. Lett. 129, 058001 (2022)] achieved a significant
theoretical breakthrough by developing a framework based on active stress. This framework enables the
computation of forces exerted by active particles on a tightly constrained probe. Nevertheless, the pronounced
sensitivity of depletionlike forces in active baths to external constraints offers an opportunity to extend this
theoretical framework. Using simulations, we systematically investigate this constraint dependence and uncover
key discrepancies between theory and numerical results. By incorporating a constraint-dependent correction
factor into the existing theory, our results align remarkably well with simulations across extensive parameters.
Our findings advance the theoretical understanding of depletionlike forces in active matter and offer direct
implications for experimental validation.
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I. INTRODUCTION

Active matter, observed in both natural systems, such
as the cytoskeleton [1,2] and living organisms [3–14], and
artificial systems, such as colloidal swimmers [15–20] and
vibrating particles [21–24], breaks spatial and time-reversal
symmetries, exhibiting a range of phenomena unattainable
in thermal equilibrium [25–37]. To explore and understand
the exceptional properties of active matter, fundamental phys-
ical concepts often need to be extended from thermal to
active baths [38–46]. In equilibrium systems, effective de-
pletion interactions between particles immersed in depletants
or between large particles and system boundaries arise from
entropy maximization [47,48]. Briefly, when larger objects
approach each other, the entropy of an overwhelming number
of depletants increases due to the expansion of accessible
volume. However, in active baths, the interactions between
passive particles are far more intricate. For instance, alter-
ing the density of active particles (APs) can cause the force
exerted on two fixed objects by the APs to transition from
long-range repulsion to long-range attraction, accompanied
by nonmonotonic oscillatory behavior [37,49–57]. This oscil-
latory effective force as a function of interobject separation
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originates from the dynamic layering of APs and the forma-
tion of dense microstructures between the objects [51,57].
Recent studies have shown that the effective interactions
between two passive particles in an active bath are highly
sensitive to the elastic or dynamic constraints imposed on
them [58]. This is because the constraints influence the par-
ticle motion under collisions with APs, thereby changing the
AP distribution around the passive particle. This constraint
dependence is not limited to interparticle forces; it also gov-
erns other physical observables, including average potential
energy, active noise, active depletion torque, and active pres-
sure experienced by passive objects [59–62]. These findings
underscore the distinct nature of physical concepts in active
baths compared to equilibrium systems, providing new per-
spectives on the complex interactions within active systems.

A fundamental challenge in active systems is to theoreti-
cally establish a direct relationship between the microscopic
structure of APs and the resulting depletionlike forces on
immersed objects—analogous to equilibrium cases [63–67].
Recently, Paul et al. made remarkable progress by develop-
ing a theoretical framework based on active stress [68–71],
enabling the computation of forces exerted by APs on a
constrained probe within a circular cavity [72]. This force
is governed by an effective temperature, which accounts for
density fluctuations from particle activity, and by the integral
of the nonequilibrium AP distribution, as confirmed by op-
tical tweezer experiments. However, since optical tweezers
impose constraints through harmonic potential wells [72],
these constraints may fundamentally influence the measured
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FIG. 1. (a) Schematic of the simulation system, consisting of
small APs with a packing fraction ρ = 0.3 and a passive spherical
probe (yellow) placed at a surface-to-surface distance d from the
circular confinement. Inset: The self-propelling motion of the APs
toward the red region. (b) The passive probe is constrained by an
external harmonic potential, U (rp) = 1

2 k(rp − r0 )2, where k is the
trap stiffness and r0 is the trap center. Additionally, the circular radius
rb and angle ϕ, which define the integration contour of the APs’
density distribution, are illustrated for clarity.

forces, necessitating careful consideration. Furthermore, the
observed constraint dependence of active depletion forces
[58] and active pressure [62] underscores the need to explicitly
incorporate this effect into theoretical models. Therefore, it
is of great importance to investigate constraint dependence-
induced corrections to the relationship between depletionlike
forces and AP distributions, thereby generalizing the existing
theoretical framework.

In this paper, we employ computational simulations to
study the relationship between the effective force experi-
enced by a passive particle constrained adjacent to the system
boundary and the surrounding AP density distribution, under
varying constraint strengths. We find that the previously estab-
lished formula, which neglects the constraint factor [72], does
not accurately capture the quantitative correlation between
the effective force on passive objects subjected to weak con-
straints and the AP density distribution. We introduce different
parameters to account for the constraint dependence of the
microscopic AP distribution, successfully linking the distribu-
tion to the effective force on passive particles. This modified
relation is supported by the consistency between theoretical
predictions and simulation results across a broader parameter
space.

II. METHOD

A. Simulation details

We consider a two-dimensional (2D) active bath consisting
of small APs with diameter σs and a large passive probe with
diameter of σl = 7.5σs, as the case of the previous experi-
mental setup [72]. The schematic of the simulation system is
shown in Fig. 1(a), where the APs, with a packing fraction of
ρ = 0.3, are confined within a circular boundary of diameter
50σs. To describe the pairwise interactions between particles
separated by a distance r, we employ the repulsive Weeks
Chandler-Andersen (WCA) potential [73], expressed as

UWCA(r) = 4ε

[(σ

r

)24
−

(σ

r

)12
+ 1

4

]
�(21/12σ − r), (1)

where ε is the interaction strength, set equal to the thermal
energy kBT , and σ denotes the length scale of the potential.
The Heaviside step function �(·) ensures that the potential
is activated only when the particles are within a certain dis-
tance. We take σss = 2−1/12σs and σls = 2−13/12(σl + σs) to
calculate the potential between two small APs and between an
AP and the large probe. The interaction between the APs and
the circular confinement is modeled using σsc = 2−13/12σs,
while the probe-confinement interaction is described using
σlc = 2−13/12σl .

We model the translational and rotational motion of the
APs using the underdamped Langevin equation,

mv̇ = −γsv + Fd + Fr + η, (2)

Iẇ = −γrw + ξ, (3)

where m is the particle mass, γs is the translational friction
coefficient, Fd and Fr are the self-propulsion and steric repul-
sive forces, I is the moment of inertia, and γr = σ 2

s γs/3 is the
rotational friction coefficient. The stochastic terms η and ξ are
Gaussian-distributed forces and torques, each with a mean of
zero, and are correlated as 〈ηi(t )η j (t

′)〉 = 2kBT γsδi jδ(t − t ′)
and 〈ξi(t )ξ j (t

′)〉 = 2kBT γrδi jδ(t − t ′). The passive probe fol-
lows the same equation [Eq. (2)], except with Fd = 0. In
addition to its interactions with the APs, the probe is con-
strained by an external harmonic potential, U (rp) = 1

2 k(rp −
r0)2, where r0 is the trap center, as shown in Fig. 1(b).

The time step for the numerical integration of the equa-
tions of motion is 	t = 10−3 × σs

√
m/ε. Throughout the

paper, each data point in the figures corresponds to the re-
sults from eight independent trajectories, each consisting of
3 × 108 steps, with a frame extracted every four steps for data
analysis. All simulations are carried out in standard reduced
units, where m, σs/2, and ε are taken as the units of mass,
length, and energy, respectively.

B. Theoretical framework for active effective force

The force exerted by the APs on the probe particle is calcu-
lated using the theoretical framework developed by Paul et al.
[72], based on active stress [68–71]. In the absence of external
constraints, the force along the x axis (due to symmetry)
acting on the probe within a circular cavity is given by

Fx = C(rb)kBTeff, (4)

where the effective temperature kBTeff encodes the increased
density fluctuations due to particle activity and is given by

kBTeff = kBT

[
1 + vτr v̂

2D0
+ D0τr

ξ 2

v

v̂

(
ξ 2

r2
b

+ ξ

rb
− 1

)]
. (5)

Here, D0 = kBT /γs is the translational diffusion constant
and τr = γr/kBT is the rotational relaxation time. v is the
self-propelled speed, while v̂(r) is a spatially varying effective
speed that considers the interactions with neighboring
particles due to their excluded volume, v̂(r) = v̂[ρ(r)].
The decay length ξ can be obtained by fitting the density
profiles. Further details of the measurements for v̂(r) and ξ

are provided in the Supplemental Material [74].

015418-2



GENERALIZED RELATIONSHIP BETWEEN EFFECTIVE … PHYSICAL REVIEW E 112, 015418 (2025)

FIG. 2. Distribution P(	x) for various probe-wall distances: (a), (e) d/σs = 1.25, (b), (f) 1.45, (c), (g) 2.45, and (d), (h) 4.25. Solid lines
represent Gaussian fits to the data. Color depth indicates different constraint strengths applied to the probe, quantified by the harmonic spring
coefficient k.

Additionally, the C(rb) in Eq. (4) solely depends on the
density of APs outside the probe, expressed as

C(rb) =
∫ 2π

0
dϕrb cos ϕρ(rb, ϕ), (6)

where rb is the circular radius and ϕ is the angle used in the
integration contour, as illustrated in Fig. 1(b). In this study,
we set rb = 0.5σl + 0.85σs, ensuring that rb is large enough
to completely enclose the probe, yet small enough to avoid
the confinement, which is demonstrated by Paul et al. [72]
that the integral C(rb) remains largely unchanged over a range
of rb values.

III. RESULTS AND DISCUSSION

A. The constraint dependence of probe
and the surrounding AP distributions

We first reproduce and extend the simulations of Paul et al.
[72], systematically varying the constraint strength applied to
the passive probe. This approach enables us to reveal how
both the probe’s positional distribution and the surrounding
AP density evolve under different constraint conditions—a
key discrepancy not addressed in the previous study [72].
As shown in Figs. 2(a)–2(c), when the probe is weakly con-
strained, its position distribution markedly deviates from a
Gaussian form. Conversely, Figs. 2(e)–2(g) show that for suf-
ficiently strong constraints, the position distribution—or the
small position fluctuations—can be well fitted by a Gaus-
sian. This behavior directly results from the finite persistence
length of the APs. When the dynamics of the passive tracer
are easily perturbed, unbalanced collisions with APs lead to
large positional fluctuations. However, under strong con-
straints, the passive tracer’s motion is less affected by the APs
and its behavior in the active bath becomes analogous to that

of a Brownian particle in a thermal bath at low temperatures.
This is consistent with previous studies of probe energies in
an active bath [59,60], where it was shown that under weak
constraints, the probe’s kinetic energy (mv2

x /2) and potential
energy (k	x2/2) significantly deviate from the equipartition
theorem prediction (kBT/2). As the spring constant k in-
creases, the energy distribution approaches the equilibrium
value expected in a thermal bath.

Figures 2(d) and 2(h) show the scenario where the probe
is distant from the boundary, resulting in relatively balanced
collisions with the surrounding APs. Here, the position dis-
tribution remains nearly symmetric around the trap center. In
contrast, when the probe is closer to the boundary, particularly
under weaker constraint [Figs. 2(a)–2(c)], the peak of the
position distribution shifts significantly to the right, indicating
a larger gap between the probe and the boundary. This shift
suggests that the constraint strength on the probe may affect
not only its position distribution, but also the surrounding AP
distribution.

The AP density distribution ρ(rb, ϕ), normalized by the
global density ρ0, is measured at a distance rb from the probe
[see Fig. 1(b)], as a function of the angle ϕ (Fig. 3). For
any probe-wall distance in Figs. 3(a)–3(d), the AP density
near ϕ = 0 (where the probe is closest to the boundary) de-
creases significantly as the constraint strength weakens (i.e.,
as k decreases). This behavior arises from the persistence of
motion in the APs, which become more easily trapped in the
narrow gap between the passive tracer and the boundary. Un-
der weak constraints, APs pass through the gap more freely.
However, under stronger constraints, the passive tracer’s dis-
placement within the orientational diffusion time of the APs
is insufficient, leading to significant accumulation of APs
in the concave region. This behavior mirrors the previously
studied dependence of the active depletion force on constraint
strength [58].
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FIG. 3. Measured AP density distributions ρ(rb, ϕ), normalized by the mean number density ρ0, with colors indicating different constraint
strengths applied to the probe. (a)–(d) correspond to various probe-wall distances: d/σs = 1.25, 1.45, 2.45 and 4.25, respectively.

Additionally, in Fig. 3(a), where the probe is close to the
boundary, the double-peaked structure of the curves indicates
significant accumulation of APs within the gap between the
probe and the wall. As the probe-wall distance increases
[Figs. 3(b)–3(d)], the peak value of ρ(rb, ϕ) decreases, as a
dynamic bridge of multiple AP layers between the probe and
the wall cannot be maintained in dilute suspensions [51]. For
large probe-wall distances and weak constraints on the probe,
such as the black line in Fig. 3(d), the sufficient displacement
within the orientational diffusion time of the swimmers pre-
vents APs from accumulating, resulting in a more uniform
distribution of APs. In summary, the microscopic distribution
of APs is highly sensitive to the constraint strength applied
to the probe, affecting the integral C(rb) in Eq. (4). Conse-
quently, as the constraint strength changes, the relationship
between Fx (which relates to the probe deviations shown in
Fig. 2) and C(rb) (which is associated with the AP density
distribution in Fig. 3) may not always maintain quantitative
consistency.

B. The relationship between the effective force
and the constraint-dependent AP distribution

As illustrated in Fig. 4(a), we measure the effective force
Fx on the probe as a function of normalized distance d/σs

under various constraint strengths k. In general, both simu-
lation results (solid symbols) and theoretical predictions from
Eq. (4) (open symbols) exhibit a nonmonotonic, oscillatory
decay, consistent with prior experimental and theoretical stud-
ies [51,53,54,58,72,75]. Notably, for larger values of k, the
simulation results and theoretical predictions align very well.
However, for smaller values of k, a substantial discrepancy
emerges between the simulated and predicted Fx. In Fig. 4(c),
we highlight the differences in the peak values of Fx from
Fig. 4(a) for various k. When the probe is subjected to a strong
constraint or is fixed (indicated by dashed lines), the theo-
retical and simulated values of Fx quantitatively agree with
each other. As the constraint strength k decreases, however,
the discrepancy becomes more pronounced, reaching a more
than threefold difference. This suggests that the prediction of
the effective force on the probe via the AP distribution from
Eq. (4) is more accurate at higher constraint strengths.

According to the above findings, the good agreement be-
tween the theory and the experiment by Paul et al. [72] means
that the probe is subjected to a significant constraint, which

mainly arises from the following three aspects. First, the
optical trap imposes a harmonic potential that restricts its mo-
tion. Second, the probe, with a size of 15 µm—significantly
larger than the surrounding APs (2 µm)—experiences strong
hydrodynamic friction from the surrounding fluid. Third,
the four supporting legs of the probe further contribute
additional friction with the substrate. Collectively, these
effects—optical trapping, fluid-induced friction, and substrate

FIG. 4. (a) Comparison of Fx as a function of normalized dis-
tance d/σs under various constraint strengths k, between simulation
results (solid symbols) and the prediction from Eq. (4) (open
symbols). (b) Comparison of Fx between simulation results (solid
symbols) and the generalized prediction based on Eq. (8) (open
symbols). (c), (d) The comparison of the peak values of Fx from
(a) and (b), respectively. The dashed lines in (c) and (d) represent
the case of fixed passive probe, i.e., when k → ∞.

015418-4



GENERALIZED RELATIONSHIP BETWEEN EFFECTIVE … PHYSICAL REVIEW E 112, 015418 (2025)

friction—severely restrict the probe’s mobility. Moreover,
achieving weak optical constraints in experiments remains
challenging, as collisions with APs may displace the probe
beyond the optical trap’s measurement range, thereby hinder-
ing accurate force quantification.

Building upon Eq. (4) from Paul et al. [72], we seek to
integrate the constraint factor into the relationship between the
effective force on the probe and the surrounding AP distribu-
tion. In our previous study [62], the average pressure exerted
by a single AP on the probe under various constraint strengths
was predicted as

Ps = C1
Fd

πσl

{
1 + γs

kτr
[e−kτr/(γl +γs ) − 1]

}
, (7)

which captures the average effect of AP collisions with the
probe over the characteristic time τr . The fitting parameter
C1 arises from the assumption of central collisions between a
single AP and the probe. We now apply this modified pressure
term from Eq. (7) to correct the effective force on the passive
probe described by Eq. (4),

Fx = βC(rb)kBTeff, (8)

where

β = 1 + C1γs

C2kτ r
[e−C2kτr/(γl +γs ) − 1]. (9)

Here, two fitting parameters are introduced: C1 = 1.85, which
corrects for deviations due to the central collision assumption
[as in Eq. (7)], and C2 = 0.0085, which adjusts for the influ-
ence of the probe’s constraint strength on the accumulation of
surrounding APs. Notably, both parameters are independent of
any constraints—whether the external constraint imposed on
the probe, represented by k, or the environmental constraint
from the thermal bath, reflected by the probe’s translational
friction coefficient γl . In the limiting cases where k → ∞ or
γl → ∞, the probe effectively becomes immobilized due to
either an external trapping force or hydrodynamic resistance,
leading to β = 1 and the reduction of Eq. (8) to Eq. (4).
In the opposite limit k → 0, the effective force substantially
decreases, consistent with the reduced AP accumulation and
weaker repulsion. These physically meaningful limits support
the validity of our proposed correction. Importantly, the pa-
rameters C1 and C2 are independent of constraint strength k
or γl once other parameters of the system are given (with
Fd , τr , and ρ specified). Therefore, the fitting can be con-
sistently performed across all the simulations presented in
Fig. 4. Determining C1 and C2 from first principles would
require knowledge of the temporal and spatial distribution of
the surrounding APs under varying constraints, which cannot
be analytically derived due to the inherently nonequilib-
rium and many-body nature of these complex active systems.
Figure 4(b) compares the simulation results (solid symbols)
with the predictions from Eq. (8) (open symbols), while
Fig. 4(d) shows the comparison of the peak values of Fx from
Fig. 4(b) for various k. The results are in excellent agreement,
demonstrating that the effective force on the probe is more
robustly linked to the surrounding AP density distribution, as
corrected by the constraint factor β. For comparison, sim-
ulation results obtained using the conventional 12-6 WCA
potential are provided in the Supplemental Material [74].

By exploring a broader parameter space, we further elu-
cidate the relationship between the effective force Fx and
constraint-dependent AP distribution βC(rb). The persistence
length of the APs is tuned by adjusting both the driving
force Fd and the rotational relaxation time τr = γr/kBT (while
keeping kBT = ε constant), both of which contribute to an
increase in the persistence length. Previous studies have
demonstrated that while the persistence length depends sim-
ilarly on Fd and τr , their effects on key transport properties,
such as the effective diffusion coefficient of a single AP [76]
or the active depletion force between two probes [58], are
not quantitatively equivalent. In this work, the comparison
of Fx between simulation results (solid symbols) and pre-
dictions from Eq. (8) (open symbols) under varying Fd is
shown in Figs. 5(a1)–5(a4), and, similarly, comparisons un-
der different rotational relaxation times τr are displayed in
Figs. 5(b1)–5(b4). Across all cases, these comparisons ex-
hibit excellent agreement, reinforcing the robustness of the
proposed model. This consistency also holds under different
AP packing fractions ρ, shown in Figs. 5(c1)–5(c4), despite
notable differences in the microscopic AP distributions, in-
cluding clustering and dynamic crystalline bridge formation
between passive objects at varying ρ [51,57]. The correspond-
ing values of C1 and C2 for different Fd , τr , and ρ are provided
in the Supplemental Material [74]. Thus, Fig. 5 demonstrates
that by incorporating the constraint factor β, the relationship
between the effective force Fx and constraint-dependent AP
distribution βC(rb) can be generalized across a broader phys-
ical parameter space.

Finally, we emphasize that the parameters C1 and C2 are
uniquely determined for a given system, allowing for explicit
calculation of the constraint factor β in limiting cases. Tak-
ing Fig. 5(a4) as an example, we find β = 1 for k → ∞,
corresponding to a fixed probe, while for k → 0, we obtain
β = 0.09. This approximately 10-fold variation in the cor-
rection factor β between the strongest and weakest constraint
limits can be interpreted as follows. Under strong constraints,
the passive probe exhibits minimal displacement within the
orientational diffusion time of the APs, leading to pronounced
accumulation of APs in the concave region between the probe
and the nearby boundary. This localized AP accumulation
enhances persistent AP-probe collisions, resulting in stronger
repulsive forces. Such behavior is analogous to the formation
of dense microstructures observed between two plates in an
active bath by Ni et al. [51]. Conversely, in the weak constraint
limit, the probe undergoes large fluctuations in response to AP
collisions. This increased mobility allows APs to easily pass
through the concave gap region, substantially reducing local
AP accumulation and weakening the persistence of AP-probe
interactions. As a result, the variation in the correction factor
β reflects a substantial and meaningful effect, underscoring
the critical importance of incorporating the constraint factor
β to generalize the relationship between Fx and C(rb).

IV. CONCLUSIONS

By introducing a constraint-dependent correction factor
into the existing theory, we establish a more precise rela-
tionship between AP density distributions and the effective
force on a probe under varying external constraints. Our
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FIG. 5. Comparison of the effective force Fx as a function of normalized distance d/σs under various constraint strengths k, between
simulation results (solid symbols) and the predictions from Eq. (8) (open symbols) with consistent fitting parameters. (a1)–(a4) Variations in
the self-propelled force of the APs, Fd = 4, 8, 10, and 12; (b1)–(b4) different rotational relaxation times of the APs, τr = 67, 267, 400, and
667; (c1)–(c4) the effects of varying AP packing fractions, ρ = 0.20, 0.25, 0.35, and 0.40. The benchmark parameters are fixed at Fd = 6,
τr = 133, and ρ = 0.30, unless otherwise specified.

framework attains excellent agreement between theoreti-
cal predictions and simulations across a broad parameter
space. These findings yield a generalized understanding of
constraint-dependent forces in active matter, offering vital
insights for experiments where intrinsic constraints, such as
optical tweezer confinement, may influence measurements.
This work enhances the theoretical foundation of active
matter interactions, paving the way for experimental val-
idation and the controlled manipulation of nonequilibrium
forces.
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